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Conclusion
E2CM is a simple and lightweight 

early exit method that does not 

modify the base network and 

does not need gradient based 

training. It can be applied to both

supervised and unsupervised 

learning tasks.

Motivation

● Idea of early exit: Not all examples 

need to traverse the entire neural 

network, simple examples should exit 

early from the network.

Our Contribution

● E2CM: A simple, lightweight early exit 

method.

● E2CM does not add trainable layers, therefore 

it does not modify the base network.

● E2CM does not need gradient based training.

● E2CM does not need additional 

hyperparameters.

Results

● Existing early exit methods are not 

suitable for the edge, because they:

○ Add exit layers that require gradient 

based training to the base network.

○ Train exit layers jointly with the base 

model.

○ Need additional hyperparameters 

such as the location, number and 

size of the exit layers.
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E2CM Algorithm

● E2CM calculates class means by averaging

feature vectors at each layer for each class 

using training set examples.

● During prediction, E2CM calculates the 

distances between the feature vector and the 

class means. If the feature vector is close 

enough to a class mean, the sample exits 

early and that class is predicted. Otherwise, 

the sample moves forward to the next exit 

point.
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