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Motivation Our Contribution Results
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Classification e E2CM does not need additional R e e
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E<CM Algorithm .
Classification e E°CM calculates class means by averaging .
Difficulty:  Hard feature vectors at each layer for each class |
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model. point.
o Need additional hyperparameters Conclusion
such as the location, number and m_, J b I L, | E2CM s a simple and lightweight
size of the exit layers. early exit method that does not
v v v modify the base network and
m_' 1T T T S does not need gradient based
J [ I . Sss o e S training. It can be applied to both
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learning tasks.
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